Infinite dilution in doped ceria and high activation energies
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\textbf{Abstract}

Oxygen ion diffusion determines the performance of materials in energy conversion, energy storage and catalysis. For nominally pure cerium oxide, experiments measure high activation enthalpies while calculations predict low activation enthalpies. Moreover, for doped oxides, e.g. doped ceria, experiments show a high activation enthalpy for both pure ceria and for high dopant fractions, leading to a minimum in activation enthalpy for small dopant fractions. While for high dopant fractions, the increase in activation enthalpy is correlated with the association of oxygen vacancies and dopant ions, which are both created by doping, the minimum in activation enthalpy is assumed in the literature to be related to the maximum in ionic conductivity at similar dopant fractions. In this study, density functional theory (DFT) calculations and Kinetic Monte Carlo (KMC) simulations are combined in order to calculate the ionic conductivity and activation enthalpy in doped oxides. We show that the experimental ionic conductivity and activation energy in nominally pure cerium oxide is dominated by impurities. We resolve the discrepancy between activation enthalpies of nominally pure oxides in experiments as opposed to calculations. This will lead to a more comprehensive understanding of the oxygen ion conductivity and its underlying atomistic mechanisms. Moreover, such a focus will be of great benefit to the future development of sustainable and efficient materials.
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Oxygen ion diffusion determines the performance of materials in energy conversion, energy storage and catalysis. The ability to predict ionic conductivities and an improved understanding of the underlying atomistic mechanisms provide important contributions to the future development of sustainable and efficient materials. Though ceria is known for its ability to be easily reduced, leading to an increase in electronic conductivity, experimental and theoretical results confirm that this effect can be neglected for the conditions discussed in the following plan of study.\cite{1} Ionic conductivities in doped ceria have been investigated thoroughly.\cite{2, 3, 4} Despite the importance of the oxygen ion conductivity, calculations are not able to reproduce the ionic conductivity in nominally pure ceria properly as shown in Fig. 1, where the ionic conductivity of Sm doped ceria is shown as a function of the doping fraction for experiments and simulations from our previous work.\cite{4} In fact, oxygen diffusion coefficients of pure ceria vary significantly in nominally pure ceria as shown in Fig. 2 without apparent reason, where a) experimental oxygen vacancy diffusion coefficients of pure ceria as a function of temperature are fitted using an Arrhenius fit and the b) fit parameters are shown.

For a better understanding, these conductivities are separated into a pre-exponential factor \( A \) and activation enthalpy \( \Delta H_a \) according to an Arrhenius behavior:

\[
\sigma = \frac{A}{T} e^{-\frac{\Delta H_a}{k_B T}}.
\]

Experiments show a high activation enthalpy both for pure ceria\cite{1} and for high dopant fractions,\cite{2, 3, 4} leading to a minimum in activation enthalpy for small dopant fractions. While for high dopant fractions the increase in activation enthalpy is correlated with the association of oxygen vacancies and dopant ions, which are both created by doping, the minimum in activation enthalpy is assumed in the literature to be related to the maximum in ionic conductivity at similar dopant fractions.
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Figure 1: Comparison of simulated and experimental ionic conductivity as a function of doping fraction. Sm doped ceria was investigated at 267 °C. Bulk ionic conductivities according to own impedance experiments are shown. Additionally, the simulated ionic conductivity of Ce$_{0.9999}$Sc$_{0.0001}$O$_{1.99995}$ is shown. Lines are a guide to the eye only. [4] - Reproduced by permission of the PCCP Owner Societies

Figure 2: Experimental (a) oxygen vacancy diffusion coefficients and (b) resulting attempt frequencies of pure ceria using bulk[5] and total[6, 7, 8, 9, 10, 11] domain. Though experimental attempt frequencies vary over several orders of magnitude, all experiments are probably based on the same elemental frequency for a jump process. [1] - Reproduced by permission of the PCCP Owner Societies

Ionic conductivities are calculated in order to understand known materials and predict properties for the design of new materials. The direct computation of diffusion coefficients for dilute defects is possible using ab initio methods. [12] In this study, density functional theory (DFT) calculations and Kinetic Monte Carlo (KMC) simulations are combined to calculate the ionic conductivity in doped oxides in accordance with an earlier work. [4] This framework is the improved result based on both works in literature [13, 14, 15, 16, 17, 18] and own previous works [19, 1, 20] and improved the prediction of diffusion compared to previous theoretical studies. [4] In this framework, experimental ionic conductivities in doped ceria were successfully reproduced using a first principles study. Similar to the procedure in experimental literature, an activation enthalpy $\Delta H_a$ for an Arrhenius behavior can be extracted. While the increase in activation enthalpy for increasing dopant fractions is successfully reproduced, the simulation of pure ceria results in a $\Delta H_a$ that is equal to the low migration energy in pure diluted ceria. This result is in agreement with the common

enthalpy is correlated with the association of oxygen vacancies and dopant ions, which are both created by doping, the minimum in activation enthalpy is assumed in literature to be related to the maximum in ionic conductivity at similar dopant fractions. Experiments show for Y doped ceria an activation enthalpy minimum between room temperature and 330 °C, [2] or higher temperatures up to 700 °C. [3]
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![Graphs showing simulated activation enthalpy and attempt frequency](image)

**Figure 3:** Simulated activation enthalpy (left) and attempt frequency (right) in Y-doped and Sc-Y-co-doped ceria as a function of the dopant fraction. Kinetic Monte Carlo (KMC) simulations using input parameters from density functional theory (DFT) were performed in 25 °C steps between 500 and 600 °C. The activation enthalpy and attempt frequency were extracted according to Eq. 1. Lines are guides to the eye only.

understanding in literature, but contrasts with the experimental results for the ionic conductivity as well as the Arrhenius behavior including the pre-factor of diffusion (the jump attempt frequency) and the activation enthalpy.[4] In the following, we will show a possibility to resolve the discrepancy between activation enthalpies of nominally pure oxides in experiments as opposed to calculations.

Possible reasons for varying activation were already discussed in both the computational and experimental aspects of an earlier work.[1] Minor influences in experiments include measuring inaccuracies and technique. Major influences include sample properties like above mentioned possible reduction of ceria and the macroscopic structure composed of bulk and grain boundaries. Additionally, experiments show that the activation enthalpy is strongly influenced by the chosen temperature range.[3] Computational errors include both minor error due to the chosen computational parameters, and major error due to methodical approximations such as: 1) the change in lattice parameter due to doping and thermal expansion, and 2) the neglect of return jumps and anharmonicity effects due to the harmonic approximation in the transition state theory. These errors were also investigated in earlier works.[1, 20, 4] Neither of these computational and experimental influences is found to be sufficient to explain the discrepancy between activation enthalpies in experiments versus calculations.

In nominally pure oxides, experiments and calculations differ, beyond the influences discussed above, in another important way. While calculations easily can investigate infinitely diluted defects, samples in experiments can contain significant amounts of impurities.[1, 7, 21] Experiments show a significant influence of the concentration of impurities.[3] Therefore, it would be consistent to include these impurities in the calculations, even though often in literature, no defect interactions for small dopant concentrations are expected.[1, 4] Figure 3 (left) shows the simulation of the activation enthalpy as a function of the dopant fraction for common experimental concentrations of impurities derived from an Arrhenius fit of the conductivities for 500, 525, 550, 575, and 600 °C. As the chemical composition of impurities varies in the literature, we choose to demonstrate the influence of impurities with a rare-earth dopant that has strong trapping properties, i.e. a dopant that mitigates migration of oxygen vacancies to the dopant but impedes jumps away from the dopant. From the dopants investigated in our earlier work, we choose the dopant Sc, which has strong trapping properties.[4] The activation enthalpy was extracted in accordance with experiments using Eq. 1. For the Arrhenius relationship according to Eq. 1, it was assumed that the mechanical mobility \( b_i \), given by \( \sigma_i = n_i z_i^2 e^2 \cdot b_i \) as well as the squared charge and concentration of the charge carriers, is related to the diffusion coefficient \( D_i \) by the classical Einstein relation \( (b_i = D_i k_B T) \). This is true for defects, which do not interact with each other and, therefore, do not influence the diffusion of oxygen, but inaccurate for doped materials. Additionally, the relationships shows that the pre-exponential factor is given by the jump distance and a mean experimental attempt frequency according to \( D_i = f^2 \cdot \nu_{exp} \cdot e^{-\frac{\Delta H}{k_B T}} \). Temperatures between 500 and 600 °C are investigated. For the calculation of the attempt fre-
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**Figure 4:** Simulated ionic conductivity and activation enthalpy in Y-doped (left) and Sc-Y-co-doped ceria (right). Experiments according to Wang et al. are shown as a comparison. [3]

In this work, we show that the experimental ionic conductivity and activation energy in nominally pure cerium oxide is dominated by impurities. The simulated ionic conductivity and activation enthalpy significantly deviate from experimental results. For example, Fig. 4 (right) shows the ion conductivity and activation enthalpy in co-Sc-Y-doped ceria. According to the experiments of Wang et al., impurities levels are considered and assumed to be Sc for simplicity. Considering 0.1% impurities leads to significant improvement in the agreement between calculations and experiments.

In this work, we show that the experimental ionic conductivity and activation energy in nominally pure cerium oxide is dominated by impurities. We resolve the discrepancy between activation enthalpies of nominally pure oxides in experiments as opposed to calculations. In this way, the oxygen ion conductivity and its underlying atomistic mechanisms will become better understood. Moreover, future development of sustainable and efficient materials will be significantly improved.
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Appendix: Computational details

*Ab initio* calculations were performed using the density functional theory (DFT) in the Generalized Gradient Approximation (GGA) according to Perdew, Burke and Ernzerhof (PBE)[23] and the projector augmented-wave method (PAW)[24] in the Vienna Ab initio Simulation Package (VASP).[25, 26] An energy cut-off of 500 eV for the plane waves was selected. Supercells consisting of $2 \times 2 \times 2$, $3 \times 3 \times 3$ and $4 \times 4 \times 4$ unit cells were calculated. Subsequently, the electrostatic energy created by periodic boundary conditions was corrected according Makov and Payne.[27, 4] Monkhorst-Pack k-point meshes of $2 \times 2 \times 2$ for the $2 \times 2 \times 2$ supercell and $1 \times 1 \times 1$ for larger supercells were investigated.[4]

As valence electrons, $5s^25p^66s^25d^14f^1$ for cerium atoms, $3s^23p^63d^14s^2$ for scandium atoms, and $4s^24p^64d^15s^2$ for yttrium atoms were used. A Hubbard $U$ parameter ($U = 5$ eV for the 4f-orbitals of cerium) was introduced by the rotational invariant approach to account for the localization of strongly correlated f-electrons[28] in agreement with literature.[29, 30, 31, 32, 33, 34, 35, 36, 37] Charge-neutral cells are divided into oppositely charged cells and are calculated by assuming a neutralizing background charge, which is a valid approach as shown in literature.[38, 39, 40, 41] Convergence parameters for electronic and ionic relaxation are at least $10^{-5}$ eV and $10^{-2}$ eV/Å, respectively.[4]

A lattice constant for defect-free ceria was calculated using the Birch-Murnaghan equation of state (5.49 Å, larger than in experiments due to the chosen set of parameters)[42, 43, 44] and applied for all stoichiometries as performed in literature.[45, 46, 47] Atomic positions are always optimized.[4]

The interaction (association or repulsion) energy between defects (oxygen vacancies V and dopant cations RE) are calculated by placing defects on regular lattice sites up to distance of about 5.5 Å and comparing their energy for V-V and RE-V interactions. Migration barriers were calculated using the nudged elastic band method (NEB)[48, 49, 50] by optimizing an interpolated transition state. No difference was found to calculations with several interpolated intermediate images as well as the climbing image nudged elastic band method (CI-NEB).[51] In fluorite-structured ceria, the migration of oxygen vacancies is considered between adjacent tetrahedral oxygen sites in (100) direction. Along this pathway two cations form a ‘migration edge’ through which the migrating oxygen has to pass. Migration barriers $E_{\text{mig}}$ are calculated for a migration edge with two Ce ions, one Ce and one rare-earth ion and two rare-earth ions. All further migration barriers are modeled by combining the difference in interaction energies, which is calculated as a sum of all interactions for initial and final position $\Delta E_{\text{interact}}$, with the calculated migration edges according to

\[
E_{\text{mig,i,j}} = E_{\text{edge}} + 0.5\Delta E_{\text{interact}}.
\]

Oxygen ion conductivity in ceria can be calculated using Kinetic Monte Carlo (KMC) simulations.[13, 52, 14, 53, 54] KMC simulations simulate kinetic processes dynamically from state to state.[55, 13] Jumps surmounted energy barriers $E_{\text{mig,i,j}}$ with a transition rate of $\Gamma_{i,j} = v_{0,i,j} \cdot \exp \left( -\Delta E_{\text{mig,i,j}} / (k_B T) \right)$ with the attempt frequency $v_{0,i,j} = 1.47 \cdot 10^{12}$ s$^{-1}$, which was calculated in an earlier work.[1] An fluorite-structured lattice with a cation- and anion sublattice is created ($16 \times 16 \times 16$ supercell with 49152 ions or vacancies and periodic boundary conditions) and filled randomly according to $\text{RE}_2\text{O}_3 \rightarrow 2\text{RE}^{3+} + 3\text{O}^2- + V_0^\ddagger$ with cerium or dopant ions and oxygen ions or oxygen vacancies, respectively. An oxygen vacancy and jump direction is randomly chosen and the jump is performed in case that a random number in the interval $[0,1]$ is smaller than the Boltzmann probability $p_{i,j} = \exp \left( -\Delta E_{\text{mig,i,j}} / (k_B T) \right)$. This is repeated with the number of jump attempts $N_{\text{att}}$ until a specified number of jumps is performed (Monte Carlo steps per particle, here: oxygen ion).[56] The mean displacement of all oxygen ions $\langle x \rangle$ is calculated using $\sigma = \langle x \rangle \epsilon_T q n_V$ where $\epsilon_T = 0.1 k_B T / q l$ is the strength of the electric field that is applied, $l$ is the jump distance and $q$ and $n_V$ are the charge and concentration of the oxygen vacancies, respectively.[57, 58, 59, 19] Test verified that the electric field does not influence the thermodynamic equilibrium and the conductivity is isotropic.[4] The resulting time span is calculated as $t = N_{\text{att}} / (6N_V \cdot v_{0,i,j})$ with the number of oxygen vacancies $N_V$.[60] At the beginning, anion sublattices were at first equilibrated by 100 Monte Carlo Steps per particle. Simulations of the ionic conductivity were repeated at least ten times each with 100 Monte Carlo Steps per particle. The standard error on the conductivity results primarily from the use of different starting lattices.[4]

For temperatures below 360 °C, lattices were equilibrated at higher temperature, and subsequently only 10 Monte Carlo Steps per particle for equilibration were used. Additionally, the number of accepted jumps is increased: Jump probabilities are increased by a factor $A$ so that the most probable transition, which has at least 100 jump attempts cumulated with more probable transitions within $10^9$ total jump attempts, has the probability 1 without any detected loss in accuracy. The simulated physical time span is multiplied with $A$.[4]
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